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We are surrounded by digital images of personal lives posted online. Changes in information and communica-
tion technologies (ICTs) have enabled widespread sharing of personal photos, increasing access to aspects of
private life previously less observable. Most studies of privacy online explore differences in individual privacy
preferences. Here we examine privacy perceptions of online photos considering both social norms, collectively-
shared expectations of privacy, and individual preferences. We conducted an online factorial vignette study
on Amazon Mechanical Turk (n=279). Our findings show that people share common expectations about the
privacy of online images, and these privacy norms are socially contingent and multi-dimensional. Use of
digital technologies to share personal photos is influenced by social context as well as individual preferences,
while such sharing can affect the social meaning of privacy.
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1 INTRODUCTION

Today we are surrounded by digital images. Unlike the pervasive presence of advertising and
broadcast media images in the twentieth century, today's ubiquitous images are of our personal
lives, including everything from friends at a party, babies, and foreign travel, to more novel types
of content such as meal selections, “selfies;”! and even surreptitiously captured images from private
life. Changes in information and communication technologies (ICTs) have enabled widespread

10xford English Dictionary defines “selfies” as “a photograph one has taken of oneself, typically with a smartphone and
shared via social media”. In 2014, 26% of Americans had shared a selfie: http://www.pewresearch.org/fact-tank/2014/03/04/
more-than-half- of-millennials-have-shared-a-selfie/.
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sharing of personal photos. In 2015, Google users alone uploaded 13.7 petabytes worth of pictures
to its Photos app.” A 2013 study found that 54% of Internet users posted original photos or videos
online [18]. Photo-sharing is one of the most common activities of over two-thirds of American
adults who now use social media [16, 72].°

The window on to our personal lives through posting or viewing photos of previously private
activities, whether intimate or mundane, may affect not only individuals’ own preferences for
sharing/viewing photos, but also how people view the appropriateness of such behavior (e.g.,
should it or should it not occur). Widespread sharing of personal photos online, in other words, is
likely to shape social norms about privacy, i.e. commonly-shared expectations about appropriate
accessibility [6]. According to Helen Nissenbaum [60], human privacy entails a measure of “contex-
tual integrity,” in that the flow of information, such as sharing personal photos, conforms to social
norms about what is appropriate given particular social conditions. For example, it may be widely
acceptable to share photos of a friend dressed up to go to a party, but sharing photos of a friend
reading in her bedroom may be considered inappropriate either by the friend or by others.

Early studies of online photo sharing explored users’ privacy preferences and found that the
location of the photo, as well as user attitudes about privacy, influence whether images are shared
or not [3, 85]. Similarly, user studies of wearable cameras (e.g., Google’s new Clips camera*) suggest
that images with content exposing ostensibly private information (e.g., a visible computer monitor),
or private spaces (e.g., home versus work), are kept more private (i.e., shared less) [32, 33]. Other
aspects of social context, such as the number of people in the photo, also appear to influence
whether lifeloggers share photos [33]. Much as how the invention of the automatic camera led to
an explosion in photography in late 19th-century America which "radically altered the experience
of seeing and being seen by others" [34, 43], we consider the social dimensions of privacy around
personal photos online in the 21st-century United States. By examining shared privacy norms as
well as individual privacy concerns and preferences, we can gain insight into the broader social
dimensions of privacy and how new technologies affect fundamental patterns of social behavior.
These second-order effects of technology and privacy [6, 21] can have unexpected and unintended
consequences for the boundaries between what is considered private and public in a given society
over time [34, 90].

As technologies change and new behaviors such as the widespread sharing of personal photos
via social media become more common, existing privacy norms may change, and new norms
may be created [6, 31, 60]. We conducted a large-scale online vignette study of perceptions of
privacy of personal photos posted online to determine whether norms currently exist around the
privacy of personal images, and if so, whether they vary based on social context characteristics.
We examine basic features of social context in personal images of homes posted online, as well as
the user’s relation to the image, to observe whether expectations of privacy are socially shared.
While controlling for individual demographic characteristics, we also consider the role of personal
privacy preferences and the various metrics for measuring them, seeking through this study to
understand the role of both individual preferences and social norms in perceptions of privacy.
By using this type of experimental design we can show whether and how particular features of
homes or other aspects of social context differentially affect perceptions of privacy, both within
and between subjects.

http://www.dailymail.co.uk/sciencetech/article-3619679/What-vain-bunch-really-24-billion- selfies-uploaded- Google- year.
html

3 http://www.pewresearch.org/fact-tank/2017/01/12/evolution-of-technology/
4https://store.google.com/us/product/google_clips
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2 BACKGROUND - RELATED WORK
2.1 Privacy in social context: privacy norms

The concept of privacy varies across cultures and over time [5, 7, 17, 55, 68, 82, 91], and its particular
definition further varies by academic discipline. We follow Anthony et al. [6] in defining privacy
sociologically as the access of one social actor to another, in which access can vary along multiple
dimensions including ‘level’ (high to low), ‘mode’ (e.g., online versus face-to-face), and ‘type’
(e.g., personal photos, health information). Much privacy scholarship examines individual privacy
preferences: how much or little access (to self and others) individuals desire and value [1, 58, 83].
Other work explores how individuals vary in managing their own privacy, that is, their attempts
to control access to, from, or about themselves or others (see e.g. [5, 64, 83]). For example, the
introduction of electronic medical records increased the privacy concerns of some patients, who
then withheld information from their physicians as a way to (attempt to) manage privacy [11].

ICTs often blur previously established understandings and expectations of privacy because ICTs
can radically change dimensions of accessibility [31, 46, 47, 58, 60, 71]. For example, changes in the
mechanisms used by social media sites to disseminate information [9], or by utility companies for
monitoring smart meters in homes [31], or by search engines to share personal information for
commercial purposes [53], affect perceptions of privacy.

Accessibility is also shaped by social factors including culture, laws, and social norms [1, 6, 54, 58].
Laws define the aspects of access that are legal and illegal [60, 68, 73, 91]. For example, in their
landmark 1898 work on the legal right to privacy, Samuel Warren and Louis Brandeis cited the
invention of portable cameras as a threat to individual privacy (particularly for the wealthy [80]).
In 1902, another landmark legal case in New York state involving the use of a portrait of a young
woman for advertising purposes without her knowledge or consent led to statutory safeguards
protecting the right to the private use of one’s own image in the commercial sphere [73].

In contrast to laws, social norms are informal, commonly-held expectations about acceptable
behavior that are socially-enforced [28, 30].° Shared expectations about appropriate levels or forms
of accessibility to self and others, such as what are acceptable modes, levels, or types of access, are
privacy norms [6, 30, 58, 60]. Nissenbaum [59, 60] argues that ICTs disrupt the contextual integrity
of privacy because they affect privacy norms by changing the flows of information expected
and considered appropriate in specific social contexts (see also [31, 53]). Since social norms are
always being “created, altered or negotiated” through behavior and interaction [20, 28], changes in
technology that affect accessibility via information flows can cause the disruption of established
privacy norms or the generation of new ones [31, 60].

In addition to being socially dynamic, norms are conditional, such that the same behavior can
have different normative expectations depending on the social context [20, 28]. This variability
means that privacy norms will not necessarily be uniform for a given technology or type of
information, but instead may vary with other dimensions of accessibility. For example, Horne et
al. [31] found that normative expectations related to smart-meter technology varied depending on
extent to which they allowed the utility companies to intervene directly in home appliances . Martin
and Nissenbaum [53] show that expectations of privacy vary not only by type of information, but
also depending on the recipient and use of information (see also [65]). Related work finds that
privacy behavior is also related to contextual cues about the behavior of others [2, 39].

5Social psychologists use the term injunctive norms to refer to the “ought-ness” of social norms, and distinguish this
definition from the concept of descriptive norms, which refer to what most people do [13]. In this paper, and consistent
with sociological uses of the term [30], all references to norms are to injunctive norms.
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2.2 Privacy preferences

Classic research on privacy preferences, such as from Westin [82, 83], measures privacy with survey
questions to create typologies categorizing individuals based on how much accessibility to, from,
or about themselves they think is important, and how strongly they value control over accessibility.
Others scholars have developed more extensive typologies that build indices based on multiple
dimensions of privacy attitudes. For example, Jensen et al [38], propose an update to Westin’s
scale that focuses on online privacy specifically. Malhotra, Kim and Agarwal’s Internet Users’
Information Privacy Concerns (IUIPC) scale measures an “individual’s subjective views of fairness
within the context of information privacy” based on dimensions of awareness of information
practices, concerns about collection of information, and desire for control over information [50].
The IUIPC has been used to show how individual privacy preferences are related to online behavior
and use of technologies [50], while Jensen et al. and others question the value and validity of such
scales and typologies (e.g. [38, 53]), particularly for explaining behavior [8].

Regardless of measurements, previous research shows that individuals do vary in their individual
privacy preferences for sharing personal images online. Ahern et al. [3] explored image sharing
online through an interview study about Flickr images, finding that social identity concerns, as
well as perceptions of security and convenience, affected user sharing behavior. Wu & Zhang [85]
found that users varied in geotagging photos based on the type of location, geotagging less often
for private locations. Other work on photo-sharing via lifelogging [32, 33] indicates that users
actively attempt to manage their (and others’) privacy when possible through a range of strategies
for restricting image sharing. In seeking to understand privacy norms for sharing personal images
online, we therefore must also take into account variation in individual privacy preferences.

2.3 Privacy and sharing digital images

Previous studies have examined not only when and how digital photographs are shared online [3, 85],
but also how to enable users to better manage their own privacy in the context of social norms
around sharing digital images. Some research proposes mechanisms to obfuscate any shared
image [77]. Choi et al. [12] suggest that editing photos (e.g., enhancing, cropping) can sometimes
subvert algorithmic attempts to identify the image location. Similarly, DARKLY is a system layer
developed by Jana et al. [35] that uses computer vision techniques to replace image contents
with an “opaque reference” while letting apps access more private versions of the image. Other
algorithmic tools evaluate a user’s pre-recorded preferences and take appropriate action when
presented with images. Prasad et al. [65] analyzed how the privacy implications of wearable devices
necessitated dynamic rather than preset preference settings. Toubiana and his co-authors [25]
argue that geo-location information should be leveraged to automatically apply pre-set privacy
preferences when a photo is taken, while Klemperer et al. [41] contend that user-generated text
tags can also be leveraged to guide automated privacy and access controls for online images. Fang
and LeFevre [18] attempted to crowdsource privacy policies from a user’s friends.

Other work has developed techniques to blur only particularly sensitive parts of images. For
example, Thomaz et al. [76] proposed rules that can be used to blur sensitive parts in images
taken by lifeloggers in the context of logging eating behaviors. Korayem et al. [42] used computer
vision techniques to detect monitors in lifelogging images and block them without the need of
users to manually flag such images. Yu et al. [89] [88] [87] use deep machine learning to identify
privacy-sensitive objects in shared images in order to apply a tool to automatically blur the privacy-
sensitive content. Researchers have further studied the impact on the viewer’s experience when
transforming parts of images for enhanced privacy and the trade off between privacy and utility for
various filters across different scenarios [26, 27, 45]. Nonetheless, scholars as yet have a poor grasp
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of what people perceive as private for the purposes of image sharing, possibly because privacy
norms related to this behavior are in flux. A better understanding of privacy norms around personal
images may enable the development of technical applications that recognize and protect image
content while fulfilling users’” expectations of privacy.

3 RESEARCH QUESTIONS

Prior research has focused on individual privacy preferences and behavior for sharing images online.
This work typically focuses on classifying individuals into categorical groups of users with high or
low preferences for privacy (e.g., Westin’s classic typology) and then observing how individuals
(seek to) manage their own privacy. While we agree that individual privacy preferences and privacy
management behavior are important, we build on the ideas of contextual integrity [53, 60] and
sociology of privacy [6] to argue that privacy norms also play an important role in both perceptions
and behavior related to privacy, but are much less understood. Here we seek to answer two
research questions: (1) do people share expectations about the privacy of contextual features of
personal images of homes shared online, and (2) (how) do perceptions of online-image privacy vary
individually, based on the individual’s (i) privacy preferences, and/or (ii) relationship to the image.
We use contextual integrity and sociology of privacy to consider how features in images of the
home may be perceived as more or less private.

As noted in Igo’s history of privacy in the United States [34], the home has always been considered
a significant and important site of privacy. Sociological scholars have described the extent to which
privacy expectations vary within and across homes, such as in their size and layout [49], or
between so-called "front-stage" public rooms (e.g., living and dining rooms) and "back-stage" private
rooms (e.g., bedrooms) [23]. More recent research indicates that private areas of the home are
considered "sensitive" information [44], and that particular social groups, such as college students,
take active steps to manage access to such sensitive locales [67]. Prior research on wearable
cameras [32, 33] has shown that images of bedrooms were less likely to be shared by lifeloggers,
compared to other household rooms. Similarly, images containing computer monitors/screens
(including smartphone screens) were defined as sensitive [44], and less likely to be shared than
images without screens [32, 33], though this result does not hold in all studies [66]. Given that
private information may be visible on computer monitors, this finding is consistent with ideas from
the sociology of privacy and contextual integrity that images entailing greater access to personal
information, such as what may be visible on a computer screen, will be considered more private
than images with less access. Similarly, expectations of privacy are expected to be higher for images
of intimate personal spaces, such as bedrooms compared to other more public rooms in homes.

Based on these findings, we hypothesize:

H1 Images of bedrooms will be perceived as more private/less appropriate to share online than
images of other household rooms (kitchens, dining rooms, living rooms).

H2 Images containing visible computer monitors/screens will be perceived as more private/less
appropriate to share online than images without screens.

In addition to these features, we hypothesize that the presence of people in photos inside homes
will be related to expectations of privacy. It is worth remembering that the first instant cameras and
photos of people spurred some of the earliest writing expressing concerns about privacy, including
Warren and Brandeis’ famous Harvard Law Review article in 1890 [80]. Photos of a person provide
access to a great deal of information about them, including not only about personal appearance
(e.g., hair color, height), but also potentially about their location (via geotags and type of setting),
behavior, level of resources, and social network (via other people in the photo). Today, we know that
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people regularly remove tags of themselves in images posted on social media [48, 85]. In addition,
studies of lifeloggers suggest that the number of people in an image may affect whether or not
it is shared [32, 33, 66]. Given the extent of access provided by a photo of a person, we expect
expectations about image privacy to vary based on whether it contains people and hypothesize
that photos with people will be considered more private than images with no people.

H3 Images with people (1 or more) will be perceived as more private/less appropriate to share
online than images with no people.

By this logic, it may be the case that more people compared to fewer in a photo should be
considered even more private. That is, perceptions of image privacy will simply increase with the
number of people in the image. However, more people may indicate a more social, even public,
versus private setting or situation, so it is not clear that images with more people will be perceived
as more private than images with fewer or no people. Below we explore whether images with two
people compared to none or one are considered more or less private as an open research question
rather than a specified hypothesis. We discuss the implications and additional research questions
in Sections 5.4 and 6.

As noted above, though we seek to identify privacy norms for image sharing, we also expect
individual preferences for privacy to affect perceptions of privacy for personal images shared online.
Many studies have found associations between individuals’ privacy attitudes and preferences and
their information sharing intentions and behavior (see Belanger and Crossler [8]). A number of
different attitudinal measures of privacy preferences exist and no one measure is considered to
be definitive. Thus we examine multiple measures of privacy preferences. Though there has long
been concern and criticism of such attitudinal scales [38, 50], particularly for explaining individual
privacy behavior [24, 84], such attitudes are expected to affect perceptions of privacy, such that:

H4 Individuals with stronger preferences for privacy will be more likely to perceive images as
private/less appropriate to share online.

In addition to individual privacy preferences as measured through privacy attitudes and concerns,
we explore how the participant’s relation to the image may be related to perceptions of privacy
and thus shed further light on privacy norms. In the current context of social media, people
have the opportunity to view the images of others, to post images they have taken, and to have
images of them posted online (whether by themselves or by others). Thus online photo sharing
has implications for perceptions of privacy related to oneself and to others, some of whom may
be merely ‘bystanders’, that is, those who are (knowingly or unknowingly) captured in an image
(or by any type of sensing device) [63]. We know that bystanders express concerns about being
captured by sensing devices [15, 86], and are emotionally and viscerally sensitive to their own
privacy [74]. Studies also find that people express concerns about the privacy of others, and take
steps to protect the privacy of bystanders [4, 32, 33]. Still, we expect that images that entail more
access to the participant (e.g., participant visualizes being in image) will be perceived as more
private than images viewed or posted online.

H5 Expectations of image privacy will vary by participant’s relation to the image such that:
images of the participant or of participant’s home will be perceived as more private/less
appropriate to share than (a) images taken by participants and (b) images viewed online by
participants.
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4 STUDY PROCEDURES
4.1 Study Design

We conducted an online factorial vignette study with 279 Amazon Mechanical Turk (mTurk)
workers in order to examine privacy perceptions about personal images shared online. Vignette
studies use experimental design in which, hypothetical stories/scenarios, with details corresponding
to experimentally defined conditions, are deployed to test for variation in judgments either between
or within subjects [36, 37]. Vignette studies have been used to explore privacy issues [31, 53, 56] by
employing scenarios to explore subjects’ perceptions and expectations about sharing or exposing
different types of information under different conditions. Here, the experimental conditions are
features in images that vary by the hypothesized characteristics described above (i.e., bedrooms
versus other household rooms; monitors present or not; 0, 1, or 2 people). For each image-vignette,
subjects were asked questions about the content of the image (to confirm their view of the image
conformed exactly to the experimental condition), as well as about their judgments of whether
it was private and thus not appropriate to be posted online for each of three scenarios: (i) if they
saw the photo posted online; (ii) if they took the photo; (iii) if they were in the photo (or for
images with no people, if the room showed was in their home). In addition, after viewing all the
image-vignettes, subjects were asked about their online behavior and general privacy attitudes and
behaviors; prior to the vignettes, subjects answered basic demographic questions (see Appendix A
for the survey questions and an example of image-vignettes). Each subject was presented with ten
“image-vignettes” consisting of an image that varied across conditions of: type of household room
(bedrooms versus other rooms, including kitchens, living rooms or offices), whether a computer
monitor/screen (including smart phone screens) was present or not, and the number of people (0, 1,
or 2) (see Table 1). The order of vignettes was randomized for each subject. The study design and
vignette-survey materials were approved by our university IRB.

4.2 Selection of Images and Respondent Sample

For each condition, we selected six images from publicly available online image-sharing sites
Flickr and Google Images, searching for images with terms such as “one person in bedroom.”
We conducted a pilot study with 10 subjects to ensure all 60 photos (10 conditions x 6 images
per condition) captured the condition-specific characteristics and subjects correctly identified the
experimental features of each image. Images that did not match 100% for any of the pilot subjects
were removed and new photos added as needed until our pilot testers showed agreement on the
condition-specific features for all six images per condition. In addition, we determined that the
vignette questions (described below in section 4.3) were understood by all pilot respondents.

A scope condition for this study was to constrain the identifiable characteristics of the people
shown in the images containing them, in an attempt to limit confounding elements as much as
possible. We therefore sought to ensure images conformed to the hypothesized conditions for
number and apparent gender of individuals, while controlling age (adults only) and race/ethnicity
(apparent white/Caucasian only). Setting this condition was not because we expect the factors
of age and race/ethnicity do not matter; on the contrary, there is clear evidence that privacy is
unequally distributed, including by age and race/ethnicity [6, 10]. We note the implications for
these limitations in Sections 6 and 7 below.

During the study, subjects were asked to first identify the features in each image, i.e., the type of
room, whether a monitor was visible, and the number of people in the image (see Figure 1 for an
example vignette-image and questions, also Appendix A Study subjects were randomized between

%No photos are included with people in any stage of undress, or in any activity that might be considered “sexual” or intimate.
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Type of Number of
Condition | Household Room | Monitor / Screen People
1 Bedroom None 0
2 Bedroom Yes 0
3 Other room None 1
4 Bedroom None 1
5 Other room Yes 1
6 Bedroom Yes 1
7 Other room None 2
8 Bedroom None 2
9 Other room Yes 2
10 Bedroom Yes 2

Table 1. Study conditions by Image characteristics
Note: Other room = kitchen, living room, or office

If you saw this photo on social media,
even if you didn't know the place, how
strongly do you agree or disagree with the
following statement?

| think it is private and should not be
posted to social media.

What type of room do you think this photo

depicts? Strongly agree

Bedroom Agree

Living Room Neither Agree nor Disagree

L Disagree

Bathroom Strongly Disagree

Office

Other (Please specify):

Fig. 1. Sample screenshots of the survey instrument.

the six images within each condition, and also randomized as to the order in which they were
presented each condition.

Respondents were selected through Amazon’s Mechanical Turk (mTurk) platform, targeting
“Master” surveyors’ with the description “Answer questions about what is contained in various
images, and your feelings about them. The study is being conducted through Indiana University.
You will be compensated $2.25 for taking the survey” Respondents were given one hour to complete
the survey, though our initial pilot estimated that it should take 20 minutes, thus payment was at the
rate of $7 per hour for compensation. Six attention-check questions that simply asked respondents
to choose one of the response categories listed were included within the survey. Respondents
were paid if they successfully answered more than three of the attention questions, but their data
was discarded if they failed to answer any of the attention questions. A total of 418 respondents
completed the survey, with 279 (66%) completing all six of the attention check questions correctly.
Recently (but after we conducted the study), research has suggested that attention questions should

7“Master” surveyors are those workers that have a proven track record at successfully completing a variety of tasks.
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not be used in surveys or online studies [79]. This research finds that attention questions, like the
ones we used to ensure that study respondents were attending to the questions and not simply
clicking on responses randomly, can cause a selection effect in which those who fail attention
questions are systematically different from those who do not. We went back to the original data and
compared demographic characteristics between those we excluded for failing the attention questions
to the respondents in the analytic sample. We found no differences by gender, age, education or
race between those excluded and the final analytic sample suggesting that the attention check
questions did not have a biasing effect on our sample.

4.3 Measures

For each image-vignette subjects were asked to consider the following questions, all with response
categories on 5-point Likert scale of 5=strongly agree private to 1=strongly disagree private:

(1) If you saw this photo on social media, even if you didn’t know the people, how strongly do
you agree or disagree with the following statement? I think it is private and should not be posted
to social media.

(2) If you were the person who took this photo, how strongly do you agree or disagree with the
following statement? I think it is private and should not be posted to social media.

(3a) (for photos without people): If this photo were of your home, how strongly do you agree
or disagree with the following statement? I think it is private and should not be posted to social
media.

(3b) (for photos with people): If you were the/a person in this photo, how strongly do you agree
or disagree with the following statement? I think it is private and should not be posted to social
media.

We created three dichotomous dependent variables (saw photo, took photo, and own-home/in-
photo) in which responses of “strongly agree private” and “agree private” are coded as 1, and
all other responses coded as 0 for each of the questions above, collapsing own-home/in-photo
responses into a single variable.

The key independent variables for measuring social context factors within images are the
categories: type of household room (bedroom=1, else=0), presence of computer monitors/screen
(including smart phone screens=1, no screen=0), and number of people in the photo (none, 1Male,
1Female, 2Females, 1Male&1Female).

In addition to the influence of social context factors in the image, we also hypothesized that
individual privacy preferences will influence expectations of privacy for personal images shared
online. Though no agreed upon measures of individual privacy preferences exist, we used four
different measures (defined below). The components of each privacy preference measure were
asked after the experimental conditions as statements in randomized order.

The best known measure of privacy preferences is probably Westin’s classic privacy scale [82, 83],
which we include using Westin’s classic three questions, all with response categories on 5-point
Likert scale of 5=strongly agree to 1=strongly disagree:

e Consumers have lost all control over how personal information is collected and used by
companies.

e Most businesses handle the personal information they collect about consumers in a proper
and confidential way. (Recoded response so high value = more privacy concern)

o Existing laws and organizational practices provide a reasonable level of protection for con-
sumer privacy today. (Recoded response so high value = more privacy concern)

8Images with 2 males were cut from the final analysis because of limited data.
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Subjects giving privacy-oriented answers (responses=4 or 5) to all three questions are classified,
according to the original typology, as Westin-fundamentalists, those giving no privacy-oriented
answers are classified as Westin-unconcerned, while those in-between are classified as Westin-
pragmatists.

Jensen et al. [38] proposed an update of Westin’s scale based on five privacy statements more
directly related to online activities. Though Jensen et al. [38] recommend creating the same 3-
categories as Westin’s original framework, here we create a mean of the five statements, all with
5-point Likert response categories:

e [ am concerned about online identity theft.

e [ am concerned about my privacy online.

e T am concerned about my privacy in everyday life.

e I am likely to read the privacy policy of an ecommerce site before buying anything. (Reverse
coded)

e Privacy policies accurately reflect what companies do. (Reverse coded)

Another attitudinal measure of privacy preferences, proposed by Malhotra, Kim and Agarwal [50],
is the Internet Users’ Information Privacy Concerns (IUIPC) scale, which is part of their larger
behavioral model for online behavior. The IUIPC includes three subscales on privacy “awareness,”
“collection,” and “control,” all with 5-point Likert response categories:’

Awareness:

e Companies seeking information online should disclose the way the data are collected, pro-
cessed, and used.

e A good consumer online privacy policy should have a clear and conspicuous disclosure.

e It is very important to me that [ am aware and knowledgeable about how my personal
information will be used.

Collection:

e It usually bothers me when online companies ask me for personal information.

e When online companies ask me for personal information, I sometimes think twice before
providing it.

o It bothers me to give personal information to so many online companies.

e I'm concerned that online companies are collecting too much personal information about me.

Control:

e Consumer online privacy is really a matter of consumers’ right to exercise control and
autonomy over decisions about how their information is collected, used, and shared.

e Consumer control of personal information lies at the heart of consumer privacy.

o I believe that online privacy is invaded when control is lost or unwillingly reduced as a result
of a marketing transaction.

We computed the mean score for each subscale to create three variables of IUIPC-awareness,
TUIPC-collection, and IUIPC-control.'’

Finally, we create our own simple self-rated privacy question: “Which of these statements more
accurately describes you: I am generally a private person and like to keep to myself. OR I am
generally an open person who enjoys sharing with others”

These authors use a 7-point Likert response scale in the original model [50].

19Malhotra et al. [50] propose using principal component factor analysis to create one latent factor with the three subscales
as component measures of it. In separate analyses (not shown), we calculate a one factor IUIPC measure (alpha=0.86) and
find using the one factor IUIPC measure instead of the three reported here produces results substantively identical to those
reported below, though it is never statistically significant.
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Variables %
Female 56%
Non-white Race 19%
Age
18 — 29 years of age 24%
30 - 39 years 37%
40 - 49 years 18%
50 — 59 years 13%
60+ years 8%
Education Level
% with College degree or higher 65%
Use Social Media
several times/day (=1) 53%

vs less often (=0)

Use mobile phone

several times/day (=1) 81%

vs less often (=0)

Use phone for photo-sharing
few times/month or more (=1) 57%
vs less often (=0)

Table 2. Descriptive statistics of subject characteristics, n=279

In all analyses, we control for subject demographics (gender, race, education, and age) and the
frequency of social media and mobile phone use, coded as 1=daily use and 0=less than daily use, as
well as the frequency of photo sharing via the phone, coded as 1=few times/month or more, and
0=less often. Table 2 shows the descriptive statistics for all subject characteristics (discussed further
below in section 5.1).

4.4 Method of Analysis

This study employs a within-subject study design to examine privacy norms related to features
of images shared online, while also analyzing whether between-subject differences in privacy
preferences also influence privacy perceptions. We use an extended generalized linear mixed-model
(GLMM) that allows decomposition of within and between subject effects for nonlinear outcomes
using the xthybrid command with logit-link function in Stata-13 [69, 70]. Though fixed-effect
models are useful for repeated-measures designs like ours, enabling estimates of within-subject
variables while adjusting for subject-invariant variation, they cannot provide effect estimates for
the between-subject variables. Hybrid statistical models provide estimates of both within-subject
effects, that is, how on average a within-subject change in an independent variable (e.g., room type)
is associated with a within-subject change in the dependent variable (expectation of privacy), as well
as between-subject effects, that is, how individual differences in privacy preferences are associated
with differences in the dependent variable (i.e., expectation of privacy). This is accomplished by: (i)
specifying subject-varying independent variables as deviations from the subject (cluster) mean, and
(ii) adding the means of the original subject-varying variables to the model. Thus, we can evaluate
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whether there are between-subject effects (by privacy preferences) in addition to the within-subject
effects (of image features) on perceptions of privacy.

For each dependent variable, we examine a series of separate models that include the within-
subject image features and the different measures of privacy preferences. All models calculate robust
standard errors adjusted for the clustering of observations within subjects. We report odds-ratios
(OR) with 95% confidence intervals for each of the hypothesized within-subject and between-subject
variables, while controlling for individual-level (between subject) fixed effects of demographic
characteristics and technology use. In these models, the OR represent the odds that the proportion
of respondents rating the photo as private is higher (or lower) given the presence of the particular
variable (e.g., bedroom, 1 person) compared to the odds of the proportion rating the photo as private
in the absence of the variable (i.e., not a bedroom, no people). We used a significance threshold of
0.05 to determine whether or not a variable was significant. Based on our sample of 279 subjects
with repeated measures across up to 10 observations each (mean number observations per subject
= 6.5), and mean proportions rating the image as private across the dependent variables of SAW
photo = 0.185, TOOK photo = 0.192, and IN photo = 0.259, we estimate 80-99% power with effect
sizes of .05 -.09. These effect sizes indicate that for a hypothesis that a photo feature will increase
the likelihood an image is rated as private, where the mean proportion is .19, we have 80% power if
the proportion rating as private is .24, and 99% power if the proportion is .28.

In addition to these models, we conducted additional analyses (not shown here) to evaluate the
robustness of the findings and discuss them briefly below.

5 STUDY RESULTS AND DISCUSSION
5.1 Subject Characteristics

A total of 279 subjects completed all aspects of the study via Mechanical Turk, including correctly
responding to all six attention check questions and correctly identifying the key features in each
photo condition. Table 2 shows that 56% of the sample is female, and 19% were of non-white race
(self-rated as one of following: African American/Black, Asian American/Pacific Islander, Hispanic;
we collapse these categories into one for analysis). The majority of subjects are younger than
39 years of age, with about 20% over the age of 50 years. Consistent with the profile of master
Turk users, this is a highly educated and technology-savvy sample, with two-thirds of the subjects
having at least a college education. Most use a mobile phone and social media several times a
day, as well as sending/receiving photos on their phones at least a few times per month. Given
our study is designed to test both within and between-subject conditions rather than provide
population estimates of attitudes or behavior, we did not use a random sample of the population.
We discuss how the sample characteristics, and the use of Mechanical Turk as a tool for research
more generally, may be relevant for our findings in Section 7 below.

Table 3 shows descriptive statistics for the measures of individual privacy preference. According
to the Westin scale, 24% of the sample are privacy fundamentalists, 26% are privacy pragmatists, and
50% are privacy unconcerned. For the 5 privacy statements recommended by Jensen et al. [38], the
mean is 3.6 on a 5-point Likert scale (higher scores = more private), which indicates moderate-high
privacy concerns on average, with a range (1.8—4.8) including both low and high privacy scores.
The Malhotra et al. [50] IUIPC awareness, collection, and control mean scores of at or above 4 on a
5-point Likert scale (higher scores = more private) indicate relatively high levels of privacy concerns
in each of the three areas. Finally, the vast majority of the subjects (83%) self-rate themselves as a
“private person” rather than an “open person”.
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Privacy Preference Measure % or Mean
(standard deviation)

Westin Privacy Categories

Privacy Fundamentalist 24%
Privacy Pragmatist 26%
Privacy Unconcerned 50%
Jensen Online Privacy Mean 3.6 (.54)
Range = 1.8, 4.8

Internet Users’ Information Privacy
Concerns (IUIPC) Scale

TUIPC-Awareness mean 4.4(0.01)

IUIPC-Collection mean 4.0 (0.01)

TUIPC-Control mean 4.1 (0.01)
Self-Rated Private 83%

(private person=1, open person=0)

Table 3. Descriptive Statistics of individual privacy preference measures, n=279

5.2 Findings: Privacy Norms for Image Features

Tables 4, 5, and 6 show the results of hybrid mixed-effects GLM models with logit-link functions for
each of the three dependent variables: expectations of privacy if subject saw the photo posted online
(Table 4), took the photo (Table 5), or if the photo was of their home/they were in the photo (Table 6).
Each table includes 5 separate models to test each of the different privacy preference measures.
Model one in each table has no individual privacy preferences, model two includes the Westin
privacy measures, model three includes the Jensen et al. [38] online privacy mean, model four
includes the [50] IUIPC privacy measures, and model five includes our own measure of self-rated
privacy. All models also include controls for subject gender, race, age, education, and frequencies
of mobile phone use, social media use, and phone-photo sharing.'' Each model includes only
observations (number of subjects multiplied by the number of responses to each image question)
with non-missing data on all variables, so the number of subjects (the cluster variable in hybrid
mixed-effects models) and the number of observations (within-subject observations) varies slightly
between models.

To evaluate the first hypothesis — that images of bedrooms will be considered more private than
images of other household rooms — we can look at the results in row one of each table. Across each
of the dependent variables shown in Tables 4, 5, and 6, the ORs for bedroom are never statistically
significant, and we thus reject hypothesis H1.

We can evaluate hypothesis H2, that images with computer monitors/screens will be considered
more private than images with no screens, by looking at the ORs reported in row two of each
of the three tables: all are significant in all models for all three dependent variables — however,
all are less than one indicating that images with computer screens are statistically less likely
to be considered private than images with no screens, all else equal. This finding that images
with computer screens have, on average, about 30% lower odds of being considered private is the
opposite of hypothesis H2 and a somewhat surprising finding, given that computer screens often
contain personal information that people may consider private. Not only does this result contradict

INote the hybrid mixed models allow us to include demographics as between-subject fixed effects. However, none of the
demographic characteristics are significant in any of the models.
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hypothesis H2, it also suggests that expectations about the privacy of images containing computer
screens may be more complicated than simply considering the possibility of personal information
exposure. Since none of the computer screens in the images used in the study included any visible
content, no information exposure was possible and this may be the case why screens were not
considered private. Furthermore, the ubiquity of personal computers (whether desktops, laptops or
smartphones) in our personal lives and therefore also in our personal photos may be why they are
actually considered less private, especially when no content is visible.
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Model 1: Model 2: Model 3: Model 4: Model 5:
Image characteristics Baseline Westin Privacy Jensen Online IUIPC Means Self-rated
Privacy Privacy
WITHIN Subjects:
Bedroom! | 0.84 [.58-1.2] 084 [.58-1.2] 085 [.59-1.2] 087 [.60-1.3] 0.84 [.58-1.2]
Monitor / Screen | 0.68°* [51-.91] | 0.68 [.51-.91] | 0.68°* [51-.91] | 0.69 [51-.92] | 0.68°* [51-.91]
Number of People?
One Male | 2.3* [1.4-3.7] | 2.3 [14-37] | 2.3 [15-37] | 23" [15-37] | 23" [14-3.7]
One Female | 3.7°* [23-55] | 3.7°% [23-55] | 3.7°% [23-55] | 3.7 [23-55] | 3.7 [2.3-55]
Two Females 0.71 [44-1.1] 0.71 [44-1.1] 0.71 [.44-1.1] 0.71 [44-1.1] 0.71 [44-1.1]
Two: Male & Female | 0.15** [.05-.54] | 0.15** [.05-.54] | 0.15" [.05-.54] | 0.15** [.05-.54] | 0.15** [.05-.54]
BETWEEN Subjects: Privacy Preferences
Westin Privacy’
Fundamentalists — 1.3 [.82-2.2] - - —
Unconcerned — 1.2 [.73-1.9] — — —
Jensen Online Privacy — - 1.5 [.95-24] - —
IUIPC Scale
Awareness — - - 0.89 [.48-1.6] —
Collection — — — 1.2 [.81-1.6] —
Control — — — 1.1 [73-1.8] —
Self-Rated Privacy — — — — 2.8 [1.5-4.9]
Constant | 0.12 [.01-2.1] 012 [01-2.1] | 0.02° [.001-.68] 0.07 [.001-4.1] | 0.05* [.003-.95]
-LL =-761.2 -LL =-760.5 -LL =-756.9 -LL =-754.1 -LL =-755.4
Wald y? = 147.6*** | Wald y? = 155.9*** | Wald y? = 145.6** | Wald y? = 146.8"** Wald y? = 157.3**
df =22 df = 24 df =23 df = 25 df =23
N clusters = 274 N clusters = 274 N clusters = 273 N clusters = 270 N clusters = 274
N obs = 1,780 N obs = 1,780 N obs = 1,774 N obs = 1,755 N obs = 1,780

- :9JBp UOIEDI[qNJ - S[TMY - "ON - ‘[OA ‘UONdeIdU] UewnH-19indwo)) uo suondesues], WOy

Notes: * p < .05 ** p < .01 ***p < .001. T vs other rooms; % vs zero people; > vs Westin privacy-pragmatists.

Each model uses a hybrid mixed-effects GLM model (with logit-link function), and includes covariate controls for gender, race, age, education,
frequencies of mobile phone use, social media use, phone-photo sharing.
Table 4. Odds-ratios [with 95% confidence intervals] for expectations of privacy if SAW photo posted online
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Model 1: Model 2: Model 3: Model 4: Model 5:
Image characteristics Baseline Westin Privacy Jensen Online IUIPC Means Self-rated
Privacy Privacy
WITHIN Subjects:
Bedroom! | 0.96 [.65- 1.4] 0.96 [.65- 14] 0.98 [.66- 1.5] 099 [.68-15] 0.96 [.65- 14]
Monitor / Screen | 0.68°* [52-.89] | 0.68* [.52-.89] | 0.68°* [52-.89] | 0.68°* [52-.89] | 0.68* [.52-.89]
Number of People?
One Male | 2.8°* [1.8-4.5] | 2.8™* [1.8-4.5] | 2.9 [1.8-45] | 2.9 [1.8-49] | 2.8** [1.8-45]
One Female | 3.9 [26-6.1] | 3.9 [26-6.1] | 3.9 [26-61] | 3.9 [26-6.1] | 3.9 [2.6-6.1]
Two Females | 0.83 [.53 - 1.3] 083 [53-1.3] 0.83 [53-1.3] 0.83 [53-13] 083 [53-1.3]
Two: Male & Female | 0.22* [.06-.81] | 0.22* [06-.81] | 0.22* [.06-.81] 0.22* [.06-.84] | 0.22* [06-.81]
BETWEEN Subjects: Privacy Preferences
Westin Privacy’
Fundamentalists - 1.3 [.80-2.0] - - —
Unconcerned — 1.1 [.69-1.9] — — —
Jensen Online Privacy - - 1.3 [.84-2.0] - —
IUIPC Scale
Awareness - - - 92 [.52-1.6] —
Collection - — — 1.3 [92-1.8] —
Control — — — 0.85 [.57 - 1.3] —
Self-Rated Privacy — — — — 3.8 [2.1-6.7]
Constant | 0.03* [.002-.68] | 0.03* [.002-.66] | 0.01™* [.0004-.38] | 0.04% [001-1.6] ]| 0.01™ [.001-.25]
-LL =-784.8 -LL =-784.3 -LL =-781.6 -LL = -776.7 -LL =-774.2
Wald y? = 145.3*** | Wald y? = 149.8*** | Wald y? = 142.7*"* | Wald y? = 144.6"** Wald y? = 158.6"**
df = 22 df = 24 df =23 df = 25 df = 23
N clusters = 274 N clusters = 274 N clusters = 273 N clusters = 270 N clusters = 274
N obs = 1,783 N obs = 1,783 N obs = 1,777 N obs = 1,758 N obs = 1,783

Notes: * p < .05 ** p < .01 ***p < .001. T vs other rooms; ? vs zero people; > vs Westin privacy-pragmatists.

Each model uses a hybrid mixed-effects GLM model (with logit-link function), and includes covariate controls for gender, race, age, education,
frequencies of mobile phone use, social media use, phone-photo sharing.
Table 5. Odds-ratios [with 95% confidence intervals] for expectations of privacy if TOOK photo posted online
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Model 1: Model 2: Model 3: Model 4: Model 5:
Image characteristics Baseline Westin Privacy Jensen Online IUIPC Means Self-rated
Privacy Privacy
WITHIN Subjects:
Bedroom! 0.89 [.63-13] 0.89 [.63-13] 089 [.64-13] 091 [.65-1.3] 089 [.63-13]
Monitor / Screen | 0.73* [.56-.96] | 073" [56-.96] | 0.73* [.56-.96] 0.74% [.57 - .97] 073"  [.56 - .96]
Number of People?
One Male | 2.1 [14-3.2] | 21 [14-32]| 21 [14-32] | 227 [14-33] | 2.1 [14-3.2]
One Female | 2.6** [1.8-3.7] | 2.6 [1.8-3.7]| 26" [1.8-37] | 2.6 [1.8-37] | 26 [1.8-3.7]
Two Females | 0.61%* [41-.89] | 0.61%* [41-.89] | 0.61** [41-.89] | 0.61** [41-.89] | 0.61"* [41-.89]
Two: Male & Female | 0.07** [.02-.30] | 0.07°* [01-.30] | 0.07°** [.02-.30] | 0.07*** [.02-.30] | 0.07*** [.02-.30]
BETWEEN Subjects: Privacy Preferences
Westin Privacy’
Fundamentalists — 1.3 [.84-1.9] — — —
Unconcerned — 1.1 [.70 - 1.8] — — —
Jensen Online Privacy — — 1.7 [1.2-2.5] — —
IUIPC Scale
Awareness — — — 1.1 [.63-1.9] —
Collection — — — 1.4* [1.0-1.9] —
Control — — — 0.98 [.69 - 1.4] —
Self-Rated Privacy — — — — 3.0 [1.8-4.9]
Constant 0.19 [.01-323] 0.19 [01-33]| 0.02° [.001-.58] 022 [.001- 1.8] 0.09 [.01-13]
-LL =-914.3 -LL =-913.8 -LL =-906.9 -LL = -902.7 -LL =-905.5
Wald y? = 132.7** | Wald y? = 133.2*** | Wald y? = 134.6"** | Wald y? = 138.2"** Wald y? = 142.3**
df =22 df = 24 df =23 df = 25 df =23
N clusters = 274 N clusters = 274 N clusters = 273 N clusters = 270 N clusters = 274
N obs = 1,788 N obs = 1,788 N obs = 1,782 N obs = 1,763 N obs = 1,788

Notes: * p < .05 ** p < .01 ***p < .001. T vs other rooms;

2

vs zero people; > vs Westin privacy-pragmatists.

Each model uses a hybrid mixed-effects GLM model (with logit-link function), and includes covariate controls for gender, race, age, education,
frequencies of mobile phone use, social media use, phone-photo sharing.
Table 6. Odds-ratios [with 95% confidence intervals] for expectations of privacy if IN Photo or of OWN Home posted online
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Hypothesis H3 considers the privacy norms related to the presence and number of (apparently
white/Caucasian) people in a photo. As shown in row three in each of Tables 4, 5, and 6, we can see
that images with one male or with one female are always significant and positive, with odds ratios
indicating that they are two to almost four times as likely to be considered private compared to
the reference category of zero people in the photo, supporting hypothesis H3. In contrast, images
with two people, specifically those with a male and female, are consistently significantly less likely
to be considered private, by about 80-90%, than photos with no people across all three dependent
variables. Similarly, images with two females are significantly less likely to be evaluated as private
than images with no people, by about 40%, but only for scenarios in which the subject considers
being in the photo (Table 6). Overall these findings show that compared to an image with no people,
photos with one single person are two to three times more likely to be evaluated as private, while
photos with two people, particularly a male and female, are about half as likely to be evaluated as
private. Support for hypothesis H3 indicates that privacy norms for images are strongly related to
the social conditions, in this case the number of people, depicted in the image. We explore these
findings more below in Section 5.4, and further discuss their implications in Sections 6 and 7.

Hypothesis H4 considers how individuals’ personal privacy preferences also affect expectations of
privacy, separately from privacy norms. Westin’s classic three categories of privacy fundamentalists,
privacy pragmatists (the suppressed category) and privacy unconcerned are tested in model two for
each dependent variable (shown in column two in Tables 4 5, and 6);but none are ever statistically
significant. These findings provide evidence consistent with previous scholarship suggesting the
Westin categories do not appear to be particularly useful in understanding privacy in online
contexts.

The online privacy scale recommended by Jensen et al. [38] is tested in model three for each
dependent variable. As with the Westin categories, the Jensen Online Privacy mean is not significant
for privacy if the subject saw photo online (Table 4) or took the photo (Table 5), but it is significant
and positive for subjects imagining being in the photo or as a photo of their own home (Table 6).
This latter finding shows individuals with greater privacy concerns, as measured by the Jensen
Online Privacy mean, are about one and one-half times more likely to evaluate an image they are
in as private, over and above the normative expectations of privacy related to the features of the
image. This finding provides support for hypothesis H4 and suggests that the Jensen et al scale for
online privacy is a useful tool.

Model 4 for each dependent variable examines the effects of the Malhotra et al. [50] IUIPC
scales for awareness, collection and control. None of the IUIPC scales are significant for privacy
if the subject saw the photo online (Table 4) or took the photo (Table 5). For subjects imagining
being in the photo or as a photo of their own home (Table 6), IUIPC-collection is significant and
positive, indicating those subjects who are more concerned about online information collection are
more likely to perceive a photo as private and that it should not be posted online. This finding for
the IUIPC collection scale is consistent with the finding for the Jensen Online Privacy mean, and
provides some additional support for hypothesis H4.

Finally, model 5 shows a strongly significant positive effect of our dichotomous self-rated privacy
measure for all three dependent variables, indicating that those who identify as “a private person”
are two to nearly four times more likely to say that images are private and should not be posted
online, even after controlling for the features of the image. Based on the Wald y? for each model
(a measure of model fit), model 5 shows the best fit for each dependent variable. This finding
for self-rated privacy also supports hypothesis H4 that individual privacy preferences influence
expectations of image privacy online.

To summarize findings related to hypotheses H1-H4, we find no support for hypothesis H1 that
privacy expectations for images of bedrooms are greater than for other, more public household
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Expectations of privacy for images posted online
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[JSaw Photo Took Photo Own home/ In Photo

+ Within all number-of-people categories except IMale&1Female, Repeated-measures ANOVA (adjusted for between-subject characteristics) with post-
hoc Bonferroni tests show own home/in photo is significantly higher privacy than saw photo (p < 0.001) and took photo (p < 0.001). There is no
statistical difference between saw photo and took photo in any category except 1Female Separately, Bonferroni tests show there are significant differences
within the photo categories:

e Saw Photo: 1Male and 1Female images significantly more likely private (p < 0.001) than all other categories. No statistical difference be-
tween no-people and 2Females categories. Category with 1Male&1Female images significantly less likely private (p < 0.001) than all other
categories.

e Took Photo: 1Male and 1Female images significantly more likely private (p < 0.001) than all other categories. No statistical difference between
no-people and 2Females categories. Category with 1Male&1Female images significantly less likely private (p < 0.05) than all other categories.

e Own Home/In Photo: All categories are statistically different from all others (p < 0.001): 1Female > 1Male > no-people > 2Females >
1Male&1Female.

Fig. 2. Image privacy by subject’s relation to the photo and number of people in the image

rooms. For hypothesis H2 regarding privacy norms for images showing a computer monitor/screen,
the analyses show an unexpected finding that directly contradicts hypothesis H2: such photos are
significantly less likely to be evaluated as private than photos without monitors/screens. We find
strong support for hypothesis H3 that images with one person are more likely to be considered
private than images with no people. We also considered what the privacy expectations might be for
two people in a photo and found that images with two people, particularly a male and female, were
significantly less likely to be considered private than photos with no people. Figure 2 illustrates
the pattern of privacy expectations across the categories for number of people in the photo, and
shows that within each dependent variable (saw photo, took photo, own home/in photo), privacy
expectations are highest for photos with one person (particularly 1 female) and lowest for two
people (particularly a male and a female).

5.3 Findings: Subject relation to photo

Figure 1 also illustrates how subjects’ relation to the photo, as measured through the three dependent
variables, influences privacy expectations as defined in hypothesis H5, in which greater access
increases expectations of privacy. Within each category for the number of people in image, within-
subject means for the percentage of images evaluated as private are significantly higher when
the subject imagines being in the image or an image of their home compared to either seeing
the photo posted online, or taking the photo. Using Repeated-measures ANOVA (adjusted for
between-subject characteristics) with Bonferroni tests shows that among images of no people,
subjects are more likely to evaluate the image as private if they considered it to be an image of
their own home compared to seeing it posted online or taking it themselves [20.8% compared to
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12.9% and 13.1% respectively]. This pattern holds across all number-of-people image categories
except those with two people consisting of a male and female. In all number-of-people categories,
there are no statistical differences in evaluations of privacy between saw photo or took photo.
Overall, these findings support hypothesis H5 that subjects’ role in relation to images posted online
influences expectations of privacy, specifically images that enable greater access to the subject are
more likely perceived as private than those with lower/no access. These findings are consistent
with theoretical ideas that people are viscerally sensitive to their own privacy [74].

5.4 Robustness checks

We conducted a number of additional statistical tests (not shown) to evaluate the robustness of
our findings. First, to evaluate whether the findings were influenced by specific images, we re-ran
all models reported in Tables 4, 5, and 6 after dropping outlier images (those with the highest and
lowest mean privacy rating in each condition). Our findings are substantively identical, including
findings of statistically significant and non-significant relationships, to those reported in the tables.

Second, since our experimental design is not fully crossed, such that there is no condition with
images of a non-bedroom with zero people, the independent variables for room type and number
of people are correlated. Therefore we examine key variables (type of room, monitor presence)
within each of the conditions for number of people above zero (1-2), as well as the reverse (number
of people within each room/monitor condition), using the co-variates as in the self-rated privacy
model (#5) for each dependent variable shown in Tables 4, 5, and 6. We find that all substantive
and statistically significant relationships reported in 4, 5, and 6 hold in these sub-group analyses,
indicating that our reported findings for the independent effects of room type, monitor presence,
and number of people are robust.

Third, in considering our findings of significantly higher privacy for one person, and the signifi-
cantly lower privacy for two, compared to none (or one), we decided to code, post-hoc (i.e., not as
part of the experimental design) whether the people in the photo were looking at the camera or
not. Our reasoning was that by looking at the camera, the subjects indicate they were aware the
photo was being taken, while people not looking at the camera may not be aware of the photo,
which could affect perceptions of privacy about the image. Subjects were looking at the camera
in about half of all the images with one person, and about one third of all the images with two
people. We re-ran statistical models using the co-variates as in the self-rated privacy model (#5)
for each of the dependent variables, adding the variable “looking” and found that it significantly
reduced the likelihood an image is perceived as private for the dependent variables Took Photo
and In Photo/Own Home [coefficient = -.55 (95% CI: -.82, -.09); coefficient = -.58 (95% CI: -.95, -.21)
respectively]. There was no statistically significant effect of looking in the model for Saw Photo
[coefficient = -.33 (95% CIL: -.71, .06)]. All other variables remained substantively and significantly
the same as in the models reported in Tables 4, 5, and 6.

This post-hoc finding - that images of people looking at the camera are nearly 50% less likely to
be perceived as private compared to images in which the people are not looking (all else equal)
- is another indicator of socially-embedded norms about privacy and appropriate image-sharing
online. However, this finding can be considered only suggestive given that it was not part of the
research design. The explosion of “selfies” posted online means that many more images will show
people looking directly at the camera. However, as cameras become increasingly embedded in the
environment, including being worn continuously by the people around us (e.g., through devices
such as the new Google Clips camera, Snapchat Spectacles'? or the FrontRow FR Wearable Lifestyle

2https://www.spectacles.com
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Camera'®), we should expect more and more images to circulate online in which the subjects may
not be aware they are captured in the photo. Such practices have implications for privacy: both
individual preferences about images we share as well as privacy’s broader social norms. Future
research should more directly test whether the gaze of subject(s) in a photo, including looking at
the camera or not, influence perceptions of privacy of the image.

6 INSIGHTS AND DISCUSSION OF FINDINGS

Overall, our findings across multiple analyses are consistent with theoretical expectations from the
sociology of privacy and the contextual integrity of privacy. Specially they indicate that privacy
norms for personal photos posted online not only exist, but also vary according to differences
in social context. The features of social context identified here include the number of people in
the image, the presence of computer monitors, and the subjects'role in relation to the photo, but
not the type of household room. Our findings that expectations of privacy vary relative to the
role of the subject support the theoretical claim that norms of privacy are based on variation in
acceptable levels of access to oneself and others [6]. In addition to the role of social norms, we
show that individual privacy preferences also matter, but that it may depend on which measure
of preferences is used. For example, the classic Westin typology used in many studies showed no
association with expectations of privacy for personal images, but other measures did. The strongest
and most consistent finding is our measure of self-rated privacy: those who self-rated as private
were significantly more likely to rate images as private across all models. In addition, participants
in the condition “Own home/ In Photo” who scored higher on the Jensen Online Privacy mean
scale [38], and the IUIPC-collection measure proposed by Malhotra et al. [50] were each significantly
more likely to rate images in those conditions as private. Future work should continue to test and
revise measures of privacy preferences to identify valid and reliable measures.

While some measures of individual privacy preferences matter, social privacy norms for online
images are robust to differences in individual preferences. This is an important finding demonstrat-
ing the sociological nature of privacy in contrast to privacy as merely an individual preference.
This study supports Nissenbaum's theory of privacy as having contextual integrity because it
shows that expectations of privacy not only vary with contextual features of an image, but that
those expectations are collectively shared. It also supports the sociological definition of privacy
as access to self and others in which privacy norms govern expectations about appropriate ac-
cess. Here, contexts that indicated greater access to the self were consistently shown to have
higher expectations of privacy. Our findings are consistent with theories of privacy as socially
and culturally dynamic rather than merely an individual preference. These findings also suggest
that the so-called “privacy paradox,” in which individual privacy management behavior appears
inconsistent with stated privacy concerns [24], may result from the lack of specification of the
social context in which behavior occurs. In the face of an abstract question about sharing personal
information without social context, people may imagine social situations in which norms dictate
more or less privacy, but this will not necessarily predict sharing behavior in any specific context.
Put another way;, it is likely that studies with statistical models that examine privacy behavior
but include little or no information about the social context are likely under-specified (omitted
variables) and so both theoretical conclusions and practical implications drawn from such studies
are problematic. Not only are such studies problematic from a statistical point-of-view, but they
incorrectly imply that preferences without reference to context or other constraints (e.g., budget)
can explain behavior [22, 62]. However, the research reported here as well as other work shows
that context and constraints do matter. The findings reported here for privacy of personal photos

Bhttps://www.frontrow.com
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highlight the need to consider not only the preferences of the photographer, but also those of the
image subject(s), as well as multiple social context dimensions, including image features like the
number of people, and broader privacy norms, when considering privacy perceptions and behavior.

Our findings have implications for technology design, indicating that we need design that
supports and enables behavior consistent with both privacy preferences and social norms (see
also [53] [74]). They also have implications for public policy, such as how laws should require
social media companies to adequately enable and inform users about information practices, such as
who has access to photos posted online and the extent of tagging content in personal images, to
enable them to behave in ways consistent with their preferences and normative expectations about
access (e.g. [52, 57, 78]).

Prior exploratory studies of photo privacy [32, 33, 42] found that the presence of computer
monitors/screens [42], the type of room depicted in the image [32], and the number of people
present [32], and extrapolated from these findings to propose privacy-preserving technology design.
Though we did not find that privacy expectations differed by type of room, others have used room
characteristics to automatically detect room characteristics for facilitating privacy controls [75].
Though we found computer monitors in photos lower expectations of privacy, Korayem et al. [42]
used computer vision techniques to detect monitors in lifelogging images and block them without
the need of users to manually flag such images. However, further work is needed to understand
privacy expectations for computer screens in images. If it is the case computer screens are simply
so commonplace that they are not considered particularly private, then we would expect no effect
on privacy at all. Furthermore, it may be the actual exposure of information via screens, and not
the screen itself, that increases concerns about privacy in images.

Finally, though not an explicit focus of this study, subject demographic characteristics are
included in all models (data not shown, findings reported in Footnote 10), but none (gender, race,
age, education) were statistically significant. Nor did we find any significant effects of frequency of
technology use on expectations of privacy. Though this study is not designed to produce population
estimates of privacy, it suggests that collective expectations of privacy (i.e., privacy norms) may be
more powerful than individual characteristics. Future research is needed to examine population-
level estimates and patterns of privacy across demographic groups

Overall, our results show that people share common expectations about the privacy of online
images, and that such privacy norms are socially contingent and multi-dimensional. Given these
findings, image content detection algorithms alone are unlikely to be adequate for enabling privacy
management. At the same time these algorithms may exacerbate privacy concerns by disrupting
normative expectations about appropriate access to personal images. Our findings also show that
relying on any one dimension of accessibility — whether “type” of information, user privacy
preferences, or even social context alone — is too limited to make sense of online behavior, since it
depends on privacy norms as well as individual preferences and strategies for privacy management
(see also [6, 14, 53, 65]). Instead, we must remember that privacy is contextual, multi-dimensional,
and socially contingent [6, 60, 68, 73, 91]. One of the socially contingent dimensions of privacy is
normative agreement about appropriate access and information flows. Much as how legal scholars
Warren and Brandeis worried that the emergence of instantaneous photographs in the early
twentieth century "invaded the sacred precincts of privacy and domestic life" [80], we consider
the impact of widespread online sharing of personal images for privacy norms. Disrupting privacy
norms about images of personal homes, can have consequences for behavior and interaction, as well
as the broader cultural meaning of privacy [34]. For example, as embedded and wearable cameras
become more commonplace, expectations of privacy in public may decline, or bystander concerns
may become so great that people begin to avoid certain places or people [63]. To the extent that
places with embedded cameras are unavoidable (such as court houses , public transportation, or
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healthcare clinics), people will not be able to act on their privacy concerns. More importantly, the
consequences of such changes are not typically distributed equally across population groups [6].

7 LIMITATIONS

In evaluating the findings of this study it is important to consider a number of scope conditions, as
well as other limitations, that affect our results and their possible implications.

One scope condition was that, in seeking to use authentic personal images, this study used
publicly available photos from online sources. Though having the advantage of being drawn from
the real population of personal photos posted online (to particular social media sites), the fact these
images are already shared online suggests they are viewed, at least by the users who posted them,
as inherently less "private." This sample may be expected to have relatively low expectations of
privacy, making it a conservative test of our hypotheses. However, We found that expectations of
privacy are related to both image features and the subjects’ relation to the photo. Future studies
may also want to sample both publicly available and private images to allow for greater potential
variability in expectations of privacy. In addition, future research may wish to compare photos
across social media sites, since there may be variation in what is posted as well as what is considered
private between different sites. However, we are also aware that individuals are not always aware of
the ways in which their "public" online content is used for research purposes [19]. We acknowledge
the ethical complexities of these questions, and suggest further studies on research using such
"authentic" images would be valuable to understand not only general privacy norms, but also those
in regard specifically to online research.

Using real photos shared online also has the limitation of leaving us as researchers with less
control over content, and thus somewhat less precision across photos within conditions. Future
work may wish to test other types of photos, including staged photos, to permit more control
over the characteristics being experimentally explored. However, we are not convinced that staged
photos for image-vignettes would be better since what is gained in precision may be sacrificed in
authenticity.

Another potential advantage to using staged photos would be more control over the char-
acteristics of the people in the images, including apparent age, gender and race/ethnicity. We
included photos including people with the apparent gender of male and female, but we limited
variation in age and race/ethnicity characteristics. We did so to limit the scope conditions for this
first round experimental study, by excluding all photos with children and of people with apparent
race/ethnicity that was not white/Caucasian. We recognize that identifying ‘apparent race/ethnicity’
is problematic [29], and that this narrow set of images is a limitation of the study’s design, and
conditions the scope of our findings (in that they apply to expectations of privacy for images with
white/Caucasian people only). Given the role of inequality in privacy, in which those with fewer
resources or lower social status typically have less privacy [6], as well as specific research that
shows the high levels of surveillance of people of color [10], we expect that norms of privacy may
also be different for different groups. Although we found no differences in perceptions based on
the race/ethnicity of the participants in our study, we cannot say whether perceptions would vary
based on the race/ethnicity of the photo subjects. Future studies should explore explicitly whether
expectations for image privacy vary depending on the race/ethnicity, age, and other important
socio-demographic characteristics of photo subjects, and how these factors intersect with other
contextual features such as location or activity. Future work should also consider ways to test
hypotheses like those proposed here using measures of behavior (e.g., avoiding social network
contacts who post images considered too private) rather than simply expressed expectations.

Finally, this study was conducted via Amazon’s Mechanical Turk platform. While steps were
taken to recruit a broad sample of respondents, and control for respondent characteristics (including
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limiting to U.S. respondents), this population has been shown to be different from the general
population as a whole, in particular with regards to privacy preferences and sensitivity [40, 51, 81].
However, it is important to point out that our study is not intended to provide population estimates
of privacy expectations but rather to examine patterns and relationships between hypothesized
factors and conditions. Mechanical Turk is widely used for such studies [53, 56]; future work,
however, should explore these questions on other platforms that include different populations.

8 CONCLUSION AND FUTURE WORK

Overall, our findings show that in addition to having individual preferences about privacy, people
share common expectations, or social norms, about the privacy of personal images of the home
shared online. Specifically, personal images that show one person only are two to three times more
likely to be rated as private than photos with no people, or two people. However, images that show
particular rooms like bedrooms, that may have previously been regarded as highly private, were
no more or less likely to be rated as private than living rooms, dining rooms or kitchens. This
suggests that privacy expectations about the front stage and back stage areas of the home may be
changing. We also found that privacy norms for personal images depend on a person’s relation to
the image, independent of the content of the image. That is, people are much more likely to say a
photo is private, regardless of content, if they are in it. As new technologies continue to emerge
and spread, including online sharing of personal photos, as well as increasing use of embedded
cameras and facial recognition software, social norms regarding acceptable aspects of access or
information flows about our personal homes, lives, behavior and even likenesses [6, 60] are likely
to be disrupted.

Online sharing of personal digital images is now ubiquitous in societies around the world, and
certainly in the United States, the setting of this study. High-quality digital cameras are now a
standard feature in mobile smart phones. Social media platforms such as Facebook, Snapchat and
Instagram (the latter used by 28% of adult Internet users in 2015, including 55% of users between the
ages of 18 and 29) provide their users with new affordances and audiences for image sharing [16].
Alongside camera-enabled smartphones, dedicated wearable cameras such as the Google Clips and
Snap Spectacles, as well as lesser known products such as the YoCam,'* and the iON SnapCam,"’,
cater to dedicated photographic self-trackers/‘lifeloggers’, by collecting large quantities of images
automatically throughout the day, without user's having to actively ‘take a photo’. The explosion of
online sharing of so many personal images, particularly images that reveal previously unobserved
aspects of private lives at such scale, can alter perceptions of privacy, including privacy norms — the
commonly shared expectations about aspects of access to ourselves and others that are considered
appropriate or not [6].

Technologies and practices that alter access to previously private places, behavior, and infor-
mation can disrupt our expectations about privacy or what Helen Nissenbaum [60, 61] calls the
contextual integrity of privacy. Such disruptions have implications for individual behavior, social
dynamics, and cultural values, as well for inequality, since privacy and its invasion are not equitably
distributed across society. A better understanding of the social aspects of privacy, and how they
are changing, will help to guide both the design of technical tools to assist users, as well as the
policies and institutions necessary to ensure that new technologies are consistent with our social
norms and values about access and appropriate use.

Yhttp://www.getyocam.com
Bhttps://usa.ioncamera.com/snapcam/
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