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Abstract. Early visions of case-based reasoning stressed its broad ap-
plicability. Realizing the dream of near-universal application of CBR, will
require lowering the boundaries to entry for CBR applications. This po-
sition paper proposes, as a step toward that goal, the challenge problem
of developing CBR systems with more human-like capabilities to ex-
ploit large multi-use memories to assemble “latent cases,” e.g., building
missing cases from fragments drawn from existing external information
sources such as the the Web. This approach is inspired by the Dynamic
Memory [1] model of human memory. The paper identifies key research
areas for harnessing latent cases, including: (1) structural indexing, (2)
case assembly, evaluation, and repair, (3) introspective reasoning, (4)
provenance capture and analysis, and (5) storage/recall methods for dy-
namic cases.
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1 Introduction

Case-based reasoning (CBR) has deep roots in cognitive science. A substantial
current of CBR research grew from research on human memory organization
and reminding [1], and Al research on case-based models has sometimes given
rise to psychological investigations (e.g., [2]). Since those early days, many Al
efforts have focused on developing systems which are “cognitive,” not in the
sense of modeling underlying human cognitive processing, but in the sense of
manifesting the robustness associated with human reasoning [3, p. 68]. Part
of the desired robustness is the ability to parallel the human ability to solve a
stunning range of problems, which people accomplish by drawing on an extensive
memory of diverse information, much of which may have been assembled for
other tasks. This position paper proposes moving beyond the current pattern of
treating each application of CBR to a different task as independent, with each
system tuned to a particular task, and attempting to develop more “universal”
CBR systems, which apply CBR based on a shared general-purpose memory of
diverse experiences and general knowledge developed for many tasks—without
the assumption that any of those prior tasks will match the current task of the
system.



Schank’s Dynamic Memory Theory [1] proposed that human memory is re-
constructive, with people retrieving episodes by re-assembling subparts orga-
nized by Memory Organization Packages (MOPs). Each subpart is stored inde-
pendently and may be part of multiple memories, each one reflecting a different
perspective. Dynamic Memory theory assumed that such reconstruction was sup-
ported by a memory structured and indexed to facilitate this process, and that
the stored episodes were initially presented to the system in their entirety. The
question we consider is whether CBR systems can be designed to perform assem-
bly of memories from “latent cases”—materials on the Web which contain the
information needed, but which may have been stored for other purposes and in
multiple parts, without custom indexing to aid their reconstruction. For example,
a travel case for an entire trip might be generated from many pieces represent-
ing separate parts of the journey, captured from a combination of blog entries,
newspaper stories about a celebrity’s travel, and general travel guides; a case for
a software workflow might be developed by combining a partial provenance trace
with inferred information, and a diagnostic case might be pieced together from
a combination of a specific anecdote with general medical knowledge retrieved
from various Web sources.

2 The Web as a Memory

Many CBR projects are already examining the integration of CBR with the
Web (see [4,5] for a sampling of some of this work), including studying how
to draw on various libraries of case experience already stored on the Web. A
central component of Plaza’s [6] Experience Web proposal is the reuse of other’s
experiences, as when a reasoner might consider large numbers of hotel experience
reports from different people, collected into a single archive. CBR research has
generalized from single case bases towards drawing on multiple case bases (see
[7] for an overview). However, such models share the fundamental CBR principle
that the boundaries and content of cases have already been defined.

In contrast to the CBR assumption of clearly delineated knowledge units,
humans dynamically draw from quite heterogeneous knowledge sources. For ex-
ample, Barsalou’s [8] research on ad hoc categories studies the categories that
people form to satisfy particular goals, such as the formation of the category
“things to take on a camping trip” or “places to look for antique desks.” Kolod-
ner’s [9] research on retrieval and organizational strategies illustrates how people
can reformulate queries to retrieve sought-after information which has not been
indexed for their tasks.

Building on observations about the flexibility of human memory during prob-
lem solving, we propose developing CBR systems which can make similarly flex-
ible use of knowledge sources such as the Web. viewing the Web as an enormous
heterogeneous resource from which not only to collect, but also to assemble, aug-
ment, and repair assembled cases on demand. Of necessity, the proposed model
makes no assumptions about the required case structure being predefined or the
items in memory being pre-indexed for particular purposes.



3 Research Areas for Enabling Dynamic Case Assembly
and Reuse

Enabling CBR systems to assemble cases will require general methods for en-
abling CBR systems to adjust to new tasks and exploit the Web as a heteroge-
neous memory from which the system, rather than the developer, delineates and
builds cases. This goes beyond traditional case mining approaches (e.g., [10])
which aim for a one-shot extraction of a case base from a database. It also goes
beyond multi-case-base reasoning [11] and multi-agent case sharing [12] in not
assuming that cases will be pre-delineated, or even that tasks will be known in
advance. In this vision, instead of the CBR system navigating a pre-delineated
knowledge source, the system will navigate the Web in its raw entirety.

Managing the search and assembly process for latent cases will require a
strong introspective process to determine the types of information needed in a
case and how to search for and assemble them. Developing such capabilities can
build on numerous prior projects in integrating introspection into CBR (e.g.,
[13-19], as well as research on reasoning about information needs from areas
such as knowledge planning [20], goal-driven learning [21], and explanation [22,
23]. The following specific focuses are particularly important:

— Identifying Needed Case Content and Structure: Initial foundations
have been developed for knowledge planning processes to reason about what
information is needed and how to obtain it [20,21]. Broader application of
CBR will require methods for facilitating CBR task definitions in a form
that can be used by knowledge planning systems.

— Flexible Structure Matching: CBR research has made much progress on
developing carefully crafted indexing structures which distill relevant prob-
lem features into a simplified form to facilitate efficient matching. The latent
case approach cannot assume that any of the case parts to be retrieved will
have been predefined as problem/solution with respect to the problem at
hand. Consequently, to retrieve the parts of latent cases for assembly, ca-
pabilities are needed (1) to pre-retrieve a limited pool of potentially rele-
vant items, and (2) to efficiently identify relevance based on the content of
those items, which will often require structural comparisons. Some research
has studied methods for efficient structural matching [24], but Web context
complicates this process by the potential need to compare structures in dif-
ferent formats, in different vocabularies, and possibly requiring inference to
be comparable.

— Using provenance: Provenance information traces the derivation of data
products. Outside of CBR, major initiatives are pursuing provenance cap-
ture [25]. Captured provenance is both a source to mine for cases [26] and a
potential source for assessing trust [27]. The availability of such information
provides a new resource for a certain type of web-based episodic information,
traces of Web processing, but with two important caveats, which present
challenges as well. First, provenance information captures unfiltered infor-
mation, only some of which may be relevant in a given context, and which



captures a sequence of events without capturing their rationale. Second, au-
tomatic provenance capture tools may capture noisy data or may drop parts
of a trace, which may need to be filled in [28]. Thus provenance information
is a vital source of raw material—but even provenance-based cases must be
evaluated, related to system goals, and possibly repaired.

— Case assembly: Retrieved components of latent cases may provide partial
or incomplete information. Methods will be needed to guide assembly, and
to guide choices when multiple alternatives are available (or to develop case
representations which retain conflicting information and record conflicts for
future consideration). For example, if building a planning case requires in-
formation about how a traveler of interest traveled within a city, and that
information is not available, the “case” could contain information on a mul-
titude of options mined from information about other travelers; this notion
of case would be generalized from solely representing a unified individual
experience.

— Assessing result quality: Cases mined on-the-fly may have gaps, alter-
natives (if multiple pieces of information are retrieved for the same com-
ponent), or unreliable information. Consequently, applying such cases will
require methods for assessing their completeness and the quality of the in-
formation they provide—and the ramifications when they fall short. An im-
portant resource for this assessment will be provenance information. This
will need to include and merge any available provenance information about
external sources—how they were generated and from what initial sources—
and internal provenance information [29] about how the information was
assembled.

— Storage/Recall of Dynamic Cases: The cases assembled for new prob-
lems become a resource to store, as in the standard CBR cycle. However,
true to the spirit of Dynamic Memory Theory, the information assembled
for the cases need not be copied. Instead, as appropriate, cases may be-
come packages with pointers to external knowledge sources, enabling cases
to change—automatically being updated—as their components change. This
removes much of the case-base maintenance burden, replying on the external
sources to perform needed updates. For example, consider a case reflecting
calculation of the value of a home, based on recent sale prices in its neigh-
borhood. If that case contains pointers to information about neighboring
houses in a property database, when the case is next retrieved, it will re-
flect the updated values for any of those neighbors which have sold in the
interim. Achieving this will require new case representations supporting the
just-in-time access to and integration of external knowledge.

4 Conclusion

This position paper proposes that to develop cognitive CBR systems which take
full advantage of the explosion of information on the Web, CBR researchers
should embrace a view of the Web as a general-purpose memory, from which



cases are not only retrieved but assembled. Realizing this vision will require
more self-aware CBR systems, with a broader view of retrieval and more flexible
retrieval methods, as well as capabilities to consider case variants and repair
their problems. The successful development of the desired general methods could,
in a deep sense, replace “taking the task to CBR” with bringing CBR to the
diversity of the Web. Even if the goal of this proposal is not fully realized, the
methods developed towards the goal could increase the ability of CBR systems to
augment their internal memories from Web-based knowledge, helping to increase
the impact of CBR in a Web-based world.
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